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EXECUTIVE SUMMARY

POST-PROCESSING TECHNIQUES TO
ENHANCE RELIABILITY OF ASSIGNMENT

ALGORITHM BASED PERFORMANCE
MEASURES

Introduction

Travel demand modeling plays a key role in the transportation

system planning and evaluation process. The four-step sequential

travel demand model is the most widely used technique in practice.

Traffic assignment is the key step in the conventional four-step

planning process. It determines the estimated traffic flow pattern in

the region of interest, and hence, identifies the volumes and levels

of service on the various highways/streets. The estimated

performance measures are then used for strategic decision-making.

The traffic assignment problem is solved by utilizing the principle

of user equilibrium (UE). However, there are some key issues

related to stability, consistency, and convergence of the UE

assignment that trouble practitioners and planners. These pro-

blems raise questions of reliability of the performance measures

that represent the assignment algorithm solution outcome.

This study addresses the three practical issues: stability,

consistency, and convergence related to the traffic assignment

algorithm. The problem of consistency arises due to noise in the

solution at lower convergence. The study develops an enhanced

transportation planning framework by augmenting the sequential

four-step planning process with the post-processing techniques.

The post-processing techniques are incorporated through a

feedback mechanism and aim to improve the stability and

convergence properties of the solution, thereby improving the

reliability of the planning process. There are three building blocks

of the proposed post-processing module, namely slope-based

multi-path algorithm or SMPA, perturbation assignment and O-D

prioritization technique. SMPA is the most important part of the

module and can be used as both post-processing algorithm or as

an independent static traffic assignment algorithm. In addition to

SMPA, the post-processing module consists of perturbation

assignment and O-D prioritization schemes. Perturbation assign-

ment provides warm start and O-D prioritization improves the

rate of convergence by deciding the sequence in which the O-D

pairs are brought into flow update process.

Findings

The study findings can be separated into methodological

contributions and insights from the computational experiments

and data analysis. From the methodological point of view, the

study formulates a static user equilibrium traffic assignment

problem by decomposing the objective function of Beckmann’s

transformation into three parts which more rationally represents

the flow update process. The study also derives the mathematical

formulation of a new solution algorithm which is labeled as the

slope-based multi-path algorithm or SMPA. It has better conver-

gence characteristics compared to other potential algorithms in

practice. A hybrid approach was developed by combining the

merits of simultaneous and sequential approaches to foster fast

implementation of UE assignment algorithms for large-size net-

works and was executed in SMPA. In this approach, the shortest

paths are generated and sets of paths are updated for all the O-D

pairs simultaneously. Then, paths for each O-D pair are

equilibrated and flows are updated based on the sequential

approach. For the assignment algorithms using sequential equili-

bration techniques, the order in which the O-D pairs are brought

into the flow update process can have significant impact on the rate

of convergence and the solution stability. In this study an

implementation methodology for the O-D prioritization technique

was developed and six criteria for O-D prioritization were

conceived and tested for a real-sized network. In addition to

SMPA and the O-D prioritization technique, the technique of

perturbation assignment was studied for exploiting the potential of

utilizing information from previous runs of the assignment

algorithm for slightly different demand or link properties. A

detailed implementation procedure for perturbation assignment

was also developed to facilitate seamless implementation.

Computational experiments were performed to test the effec-

tiveness of the post-processing techniques. Results of the

computational experiments reveal that the SMPA has a superior

rate of convergence compared to state-of-practice algorithms.

Results of computational experiments further reveal that a warm

start using perturbation assignment and O-D prioritization has

significant benefits over the base case of cold start and non-

prioritized implementation of SMPA. These three techniques will

improve the convergence characteristics of the assignment process

and provide a more stable solution having lesser noise and,

thereby, increasing the reliability of the planning process. The

efficient use of the previous runs of the assignment process using

perturbation assignment is also helpful in comparing the

transportation network improvement alternatives which differ

slightly(for example, an alternative involving small capacity

expansions for a few links).

Implementation

The improved planning framework with the post-processing

technique developed in this study will provide a better solution

with less noise and a higher level of convergence compared to the

conventional four-step planning process. In addition, the solution

obtained by adopting this methodology will have a more stable

and consistent solution and thereby will increase the reliability of

the assignment process.

To facilitate seamless implementation by planning agencies, an

executable code was generated for the post-processing module

after proper integration of all the three techniques, namely SMPA,

perturbation assignment and O-D prioritization. It is a generalized

code which can be used for any network and on any computer

with sufficient memory. It does not require any other software to

implement this module. The developed module can be used as a

post-processor or an independent traffic assignment solver.

Guidelines provided with this report will help in proper formatting

of the required input data files for this module.
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CHAPTER 1: INTRODUCTION

1.1 Background and Motivation

Travel demand modeling plays a key role in the
transportation system planning and evaluation process.
It not only provides the basis for predicting the need for
proposed transportation system improvement in addi-
tion to the size and scope of the improvement, but also
forms the basis for quantifying the costs and benefits of
the different alternatives of improvements (Sinha and
Labi, 2007). Travel demand can be defined as the
number of trips made under the given set of conditions
prevalent in the transportation system. The four-step
sequential travel demand model is the most widely used
technique in practice for long-term planning which
consists of trip generation, trip distribution, mode
choice and traffic assignment. Traffic assignment is the
key step in the conventional four-step planning process.
It determines the estimated traffic flow pattern in the
region of interest, and hence, identifies the volumes and
levels of service on the various highways/streets. The
estimated performance measures are then used for
strategic decision-making. The traffic assignment pro-
blem (TAP) is defined as: predicting the flows on the
network given the network topology, travel demand,
and link performance functions.

There are two basic principles which can be
employed to solve the TAP. These are known as the
user equilibrium (UE) and system optimal (SO) and are
based on the Wardrop’s first and second principles
(Wardrop, 1952), respectively. While the SO assumes
that network users select paths in a coordinated manner
so that total network travel time is minimized, the UE
assumes that network users seek to minimize their
individual travel times, which is behaviorally more
realistic and, hence, mostly used in practice. UE further
assumes that all users behave identically and have
complete knowledge of the network traffic conditions.
The UE is achieved when no user can improve his or
her travel cost unilaterally by switching paths, and in
this state all used paths between an origin-destination
(O-D) pair have identical travel times, which is the
minimum possible for that O-D pair.

Field studies (Goldfarb and Spielberg, 2005; VHB,
2006) have shown that UE assignment has lower errors,
on average, when compared to other potential assign-
ment methods(such as incremental capacity restraint,
all-or-nothing, etc.) in the context of transportation
project planning. However, there are some key issues
related to the four-step sequential demand modeling
process and UE assignment that trouble practitioners
and planners. The most problematic part of the four-
step model is that O-D demand acts as an input to the
traffic assignment (fourth step), which is obtained after
the second step (trip distribution), but trip distribution
(second step) takes travel time (or travel cost) as the
input, which is obtained after the fourth step. This
necessitates a feedback loop going from the fourth step
to the second step as shown in Figure 1.1. The feedback
loop is not used in practice due to two main reasons.

The first reason is that this loop will increase the
computational time by significant amount, most of
which can be attributed to the computational effort
required by traffic assignment step. The second reason
is that each iteration of feedback loop may results in a
solution (in terms of network flows) much different
than the results obtained in the previous loop, raising
question when to stop the loop. In addition to the
problem of interdependency of the four-step planning
process mentioned above, there are three core issues
related to UE assignment that trouble practitioners and
planners, which are: (i) stability: solution of UE
assignment is very sensitive to small changes in the
network raising questions of solution stability, (ii)
consistency: links far removed spatially from the
alternative being studied are predicted to have sig-
nificant changes in volume, and (iii) computation:
solving the assignment algorithms to stable convergence
requires an impractical number of iterations especially
with the Frank-Wolfe (F-W) algorithm mostly used in
practice.

Present study focuses on these issues related to user
equilibrium traffic assignment problem (UETAP) and
proposes a solution by post-processing techniques
implemented through a feedback loop in the four-step
sequential planning process. The core of the post-
processing technique consists of an improved traffic
assignment algorithm labeled Slope-Based Multi-Path
Algorithm or SMPA developed by Kumar and Peeta
(2010). In addition to SMPA, the post-processing
technique consists of perturbation assignment and O-
D prioritization schemes. Perturbation assignment
provides warm start and O-D prioritization catalyzes
the rate of convergence. These techniques are discussed
in detail in chapter 3 of this report.

1.2 Problem Description and Statement

A recent TRB study (VHB, 2007) of small, medium
and large MPOs indicates that about75% of the small
(population less than 200,000) and medium (population

Figure 1.1 Conventional four-step travel demand model-
ing process
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between 200,000 and 1 Million) sized MPOs, and more
than 90% of the large MPOs use the UE assignment
method to assign highway traffic. Many MPOs used the
default parameter values of their assignment software
and few tracked the number of iterations required for
solution convergence or examined the solution stability.
However, in recent years, an increasingly-identified
issue (based on in-depth analyses conducted in planning
practice) with significant repercussions for practice is
the problem with achieving stable convergence for the
equilibrium method. Practical implementations of
assignment software suggest that hundreds of iterations
are required to achieve solution convergence for
congested traffic networks. In many instances, this is
not a feasible computational approach for real-world
networks, especially when multiple runs of traffic
assignment are required for comparing the different
alternatives. In addition to the poor convergence rate of
algorithm in practice (F-W algorithm) the solution
obtained are found to be very sensitive to the input
parameters. If the capacity of a link is changed slightly,
the solution in terms of network flows are found to be
significantly different raising concern of solution
stability. This may sometimes bring inconsistency in
solution outcomes, for example if a link is added or
removed from a network or its capacity is changed, its
effects are found to be at links very far away in the
network in the UE solution based on present algorithm
in practice (F-W algorithm). This is problematic,
especially in the context requiring the comparison of
seemingly similar planning alternatives to identify the
best alternative to implement. They are problematic on
two counts. First, there are questions on the reliability
of the performance measures that represent the assign-
ment algorithm solution outcome, thereby affecting the
quantification of regional planning benefits of a
proposed alternative. Second, the solution sensitivity
raises questions of confidence in the comparison of
alternatives that are similar (that is, alternatives that
differ just a little in terms of the proposed network
changes), so as to identify the ‘‘best’’ alternative to
implement in practice.

1.3 Study Objectives

The focus of the present study was to investigate the
merits and demerits of existing traffic assignment
techniques and to develop a framework that includes
an efficient traffic assignment algorithm augmented
with the post-processing techniques to overcome the
three key issues related to the traffic assignment
techniques in practice namely: stability, consistency
and convergence. The primary research objectives of
the present study was to: (i) use post-processing steps/
procedures to improve the stability and consistency of
the equilibrium assignment solution so as to provide
reliable performance measures for analyzing planning
alternatives, and (ii) to investigate the performance of
alternative assignment methods with the post-proces-
sing steps/procedures. The key practice objectives was

to use the research insights to provide INDOT: (i)
alternative post-processing techniques to enhance the
reliability of assignment-based performance measures
for planning purposes, and (ii) guidelines for identifying
when it is appropriate to use specific post-processing
techniques based on their characteristics, strengths and
limitations.

1.4 Work Plan

The existing literature focusing on the following
areas was studied: equilibrium assignment models,
convergence properties of the algorithms, issues related
to solution stability and consistency, post-processing
techniques adopted currently in the field. The merits
and demerits of both conventional (Frank-Wolfe class)
algorithms and recent approaches were investigated
that facilitated exploring the possibility of improving
the convergence properties of the algorithms. A new
assignment algorithm was developed which inherits
insights from the recent algorithms but its mathematical
formulation is unique and is derived from the basic
concepts. This algorithm can be used as an independent
assignment algorithm as well as a post processor for
improving the solution using warm start technique.
Post-processing steps involving the new algorithm,
perturbation assignment that facilitates warm start
and O-D prioritization was conceptualized using the
feedback loop in the four-step planning process. Then
the computational experiments were carried out to test
the performance of the post-processing module for the
test networks.

1.5 Organization of the Report

Rest of the report is organized as follows. The next
chapter gives brief overview of the developments in the
domain of UE static traffic assignment. Then the next
chapter gives the details of the post-processing techni-
ques proposed in this study followed by the chapter
presenting data analysis and results. And then, the
expected benefits from the present study, deliverables
and Implementation guidelines are presented. Finally,
recommendations from the present study and conclu-
sions are presented.

CHAPTER 2: LITERATURE REVIEW

The idea of equilibrium in traffic flows originated in
1924 when economist Frank Knight published his
famous article on ‘‘Social Cost," in which he explained
how the truck operators will tend to distribute
themselves between the roads if they are tolled
(Knight, 1924).Still predicting the highway traffic
remained an art than science until this idea was
formalised in the form of two principles by John
Wardrop which formed the basis for analysing traffic
equilibrium and are labelled as Wardrop’s first and
second principles (Wardrop, 1952).Wardrop’s first
principle states that travel time (cost) of all used routes
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are equal and less than those which will be experienced
by a single vehicle on any unused route. The traffic
flows that satisfy this principle are referred to as user
equilibrium (UE) flows. According to this principle
each network user tries to minimize his/her travel cost
in a non-cooperative manner. As such the user
equilibrium is reached when no user can lower his/her
travel cost by unilateral action. Wardrop’s second
principle states that at equilibrium the average journey
time is the minimum. This principle implies that
network users behave cooperatively in selecting the
routes to ensure the most efficient use of the whole
network. As such some of the network users may be
better placed than others who sacrifice by selecting
more costly routes to make the average system cost
minimum. The traffic flows that satisfy this principle
are referred to as system optimal (SO) flows and can be
achieved by marginal cost road pricing. The first
principle defining the user equilibrium is behaviourally
more realistic since each user chooses the route that is
the best, and hence most widely used in practice.

Beckmann et al. (1956) proposed the user equili-
brium traffic assignment problem (UETAP) as an
optimization problem, which is known as Beckmann’s
transformation. In the same year, the linear approx-
imation method was devised by Frank and Wolfe
(1956) to solve the quadratic problem, which is known
as Frank-Wolfe (F-W) algorithm. Although this
method was devised to solve the quadratic optimization
problem, it paved the way for obtaining the analytical
solution to UETAP and was used to solve the network
equilibrium problem by Bruynooghe et al. (1969), and
later by LeBlanc et al. (1973, 1975) and Nguyen (1974).
Florian and Nguyen (1976) and Dow and Van
Vliet(1979) provided the validation studies for this
method, and it was adopted as the technique for solving
UETAP in commercially available software. Since then,
the F-W algorithm has been the most commonly used
method, which replaced the heuristic methods that were
previously used in practice (e.g. capacity restraint,
incremental assignment etc.).

The F-W algorithm has some advantages for practical
implementation. It has a simple structure which is easy to
implement. In addition, its memory requirements are
low, making it computationally compatible with com-
puters of older vintage. It also has a good convergence
rate in initial iterations, but starts tailing especially as it
moves closer to convergence. The main reason for its
poor performance is attributed to its search direction
which becomes perpendicular to the direction of max-
imum descent near convergence. This deficiency leads to
many variants of F-W algorithm. Most of these have
attempted to modify step size or search direction.
Weintraub et al. (1985) suggested the use of a modified
step size which is obtained by multiplying the optimal
step size by some factor to reduce the zigzagging effect in
the F-W algorithm. Other such examples include the
methods suggested by Wolfe (1970) and Meyer (1974).
Luenberger (1973) suggested an improved F-W algo-
rithm by using the parallel tangent (PARTAN) direction

which was introduced in the TAP by LeBlanc et al.
(1985) and Florian et al. (1987). Fukushima (1984)
suggested a method that uses the convex combination of
linear approximation solutions. In this method linear
approximation solutions from previous iterations are
used to generate a new search direction. Then, the
directional derivatives of this new search direction and
the F-W search direction are computed, and the search
direction with the lower directional derivative among
these two is used to generate the next updated solution.
Lee and Nie (2001) proposed a method similar to
Fukushima, but it uses the heuristic to decide parameters
based on the congestion levels in the network for
modifying the search direction. Most of these methods
operate in the space of link flows and benefit from the
basic structure of the F-W algorithm which requires
lesser memory usage.

Over time, the need for path-based solutions was felt
by planners, and led to the re-visit of the path-based
method which was first proposed by Dafermos (1968)
and Dafermos and Sparrow (1969). This method
equilibrates a single origin-destination (O-D) pair at a
time by shifting flows from the longest path to the
shortest path at each move. The step size for each move
is found through a linear line search, and requires
enumerating paths. This makes it expensive in terms of
the CPU time and memory requirements, and was
hence not used. Later, evolving computing advances
and resources encouraged researchers to develop path-
based methods, most of which are Newton-type
methods and use the second order derivative of the
objective function. One such method is the disaggregate
simplicial decomposition (DSD) method proposed by
Larson and Patriksson (1992) which iterates between a
master problem and a sub-problem. In DSD, in the
initial few iterations first order reduced gradient
method is employed to obtain a near-optimal solution,
and then a second order diagonalized Newton method
is used to determine a highly accurate solution.One
important advantage of the DSD algorithm is its
excellent re-optimization capability. The solution of
DSD is obtained in terms of origin-destination path
flowproportions which can be easily used as warm start
if UETAP needs to be solved for slightly different
input. Jayakrishnan et al. (1994) proposed a gradient
projection (GP) algorithm to solve the UETAP based
on the Goldstein-Levitin-Polyak gradient projection
(GP) algorithm formulated and popularized by
Bertsekas (1976, 1987).Chen et al. (2002) compared
the DSD and GP algorithms taking the networks of
realistic size and found that DSD required less iteration
than GP but GP performed better in terms of
computational time required to reach the same level
of convergence. The faster rate of convergence of GP is
attributed to its flow update mechanism which main-
tains fewer paths and obviates the need for line search
for determining the step size. Bar-Gera (1999, 2002)
proposed an approach which has solution variables in
terms of origin-based flow proportions, and can be used
to find the route flows. It makes use of an origin-based
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bush structure to eliminate cycles and is conceptually
similar to the destination-based algorithm of Gallager
(1977) proposed for telecommunication networks. Dial
(2006) proposed a path-based algorithm labelled
algorithm B that also makes use of a bush-based
acyclic sub-network and results in a highly efficient
solution. Algorithm B uses the slopes of path costs to
shift flow from the longest path to the shortest path at
each move, equilibrates one O-D pair at a time in a
sequential manner, and does not require line search to
find the step size. Florian et al. (2009) developed an
algorithm based on the projected gradient method of
Rosen (1960) which also gives a solution in terms of
path flows and equilibrates one O-D pair at a time
sequentially. Recently, Kumar and Peeta (2010) devel-
oped an algorithm labelled the slope-based multi-path
algorithm (SMPA) that uses the slope of cost function
efficiently to shift flows from the set of costlier paths to
the set of cheaper paths simultaneously and seeks to
move path costs towards the average cost for an O-D
pair at each iteration to achieve faster convergence.

CHAPTER 3: CONCEPTUAL FRAMEWORK AND
METHODOLOGY

3.1 Overview of Post-processing Framework

As mentioned earlier travel demand modeling forms
the basis for impact analysis of a transportation
improvement projects and helps in comparing the
different alternatives. In many cases different alter-
natives being evaluated may differ very little, but the
present state of practice utilizing the sequential four-
step method gives network flows which differ signifi-
cantly and even unexpected to proposed improvement

in the network. This change in flow can be sometimes
realistic but in many cases arises due to noise in the
solution at lower level of convergence in the traffic
assignment step. The amount of noise in the solution
will certainly depend on the methodology adopted and
how well the methodology represents the real-world
phenomena. Past studies have proved that noise in the
solution fades off as the higher level of convergence in
the traffic assignment step is reached (Boyce et al.,
2004). Hence, in practice a method will be of practical
value if it provides the solution consistent with the
changes in the input. Here we present a methodology
which tries to overcome these demerits by post-
processing techniques incorporated through a feedback
mechanism in the sequential four-step modeling pro-
cess. The logic of the proposed methodology has been
presented by the conceptual flow chart in Figure 3.1. As
depicted by this flow chart, the improved planning
process starts with network topology and link perfor-
mance function as the input, and four steps namely trip
generation, trip distribution, modal split and traffic
assignment are carried out sequentially as iteration 1.
Then the results of traffic assignment in terms of paths
and path flows are used by the post-processing module
to obtain a more converged solution. The link flows
and the link costs are then found corresponding to the
highly converged solution. Link costs are returned to
trip distribution step by means of feedback loop and
this triggers the beginning of next iteration. Using this
new link costs, a new trip matrix (O-D demand matrix)
is generated by trip generation step, and then modal
choice (mode split) is done as the next step. But from
now onwards fourth step namely trip assignment
is skipped, and network flows are obtained by the

Figure 3.1 Conceptual flow chart of post-processing technique by feedback loop
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post-processing module using the path flows from the
previous iteration and the new trip matrix. The
feedback loop involving the post-processing technique
stops when the average absolute percentage change in
the link flows becomes less than a threshold value.

The sequence of the steps followed in the post-
processing technique has been shown by the implemen-
tation flow chart in Figure 3.2. Now, before giving
details of the post-processing step, it is imperative to
mention the limitation of this module. This module
works only with the path based traffic assignment
algorithms. There are basically two kinds of traffic
assignment algorithms. The algorithms which operate
in the space of link flows and discard the path
information are labeled as link based algorithms, and
the algorithms that operate in the space of path flows
and retain the path information are labeled as path
based algorithm. As clear from the Figure 3.2, pro-
posed post-processing methodology takes paths and
path flows as the input and hence will not work if paths
and path flows are not available as in the case of link
based traffic assignment algorithms.

As shown in Figure 3.2, there are three building
blocks of the post-processing technique namely, per-
turbation assignment, O-D prioritization and SMPA.
The SMPA is the most important part of the post-
processing technique, hence a brief review of this
algorithm is provided first (for details see Kumar and
Peeta, 2010) and then the details of perturbation
assignment and O-D prioritization techniques are
presented.

3.2 Review of Slope-Based Multi-Path Algorithm

3.2.1 Preliminaries

The slope-based multi-path algorithm (SMPA) is
based on the sequential decomposition technique where
O-D pairs are equilibrated one at a time in sequential
order. It operates in the space of path flows and
updates all feasible paths of an O-D pair simulta-
neously. The novelty of this algorithm lies in two
aspects of the flow update mechanism: (i) obviating the
need for a line search in each iteration, and (ii) the way
in which the sensitivity of path costs relative to flow,
referred to as slopes, are used in the equilibration
process.

The SMPA algorithm inherits some insights from
gradient projection (GP) algorithm of Jayakrishnan et
al. (1994), Algorithm B of Dial (2006) and New GP
(FGP) of Florian et al. (2009), but its flow update
mechanism is new and differs from them. Akin to the
GP algorithm of Jayakrishnan et al., the SMPA
algorithm operates in the path flow space and uses a
projection to the constraint boundary by making
negative flow variables zero whenever the minimum in
the search direction violates the non-negativity con-
straints. The difference lies in the search direction;
Jayakrishnan et al. use the cost of the cheapest path to
determine the search direction while the SMPA uses the
average cost for it. Thereby, the SMPA algorithm seeks
to move path costs towards the average cost for an O-D
pair at each iteration, akin to Florian et al. (2009).

Figure 3.2 Implementation flow chart of post-processing techniques
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However unlike Florian et al., it does not require a line
search for the move size determination. Further, the
SMPA has different flow update mechanisms for the set
of paths with higher costs than average as compared to
the set of paths with costs lower than average. Finally,
the SMPA algorithm inherits the concept of equilibrat-
ing an O-D pair before bringing another O-D pair into
the equilibration process, similar to Dial’s algorithm B.
However, it operates on all paths of an O-D pair
simultaneously unlike in Dial’s algorithm B which
operates on just a pair of paths at a time.

3.2.2 Steps of SMPA

The SMPA algorithm consists of an inner loop which
seeks the equilibration of an O-D pair and an outer
loop that sequentially moves from one O-D pair to the
next and checks termination criteria after all O-D pairs
are considered. SMPA adopts the termination criteria
in terms of Normalized gap (Ngap) or average excess
cost (for details of Ngap see Rose et al., 1988). At each
iteration, inner loop of SMPA equilibrates all the paths
in the path set between an O-D pair simultaneously.
The paths in the set are divided into two subsets- the
cheaper path set having travel cost lesser than the
average travel cost for the O-D pair, and costlier path
set having cost greater than average travel cost for the
O-D pair. Then flows are shifted from the set of costlier
paths to the set of cheaper paths so that their costs are
brought towards the average cost. In this flow update
process slopes of cost functions are utilized. The steps
of the SMPA algorithm are as below:

3.2.3 The Need for a Hybrid Approach

The sequential decomposition based (one at a time
based) technique is good for small and medium size
networks but it is not good for very large size networks

like large city or state-wide network. The reason is: gain
in higher rate of convergence per iteration is compen-
sated by the computational time required for generating
the shortest paths and updating the path set based on
sequential approach. Hence a hybrid version of SMPA
was developed in which shortest paths are generated
and set of paths are updated for all the O-D pairs
simultaneously and then paths for each O-D pair are
equilibrated and flows are updated based on the
sequential approach. Hence step 2 and 4 of the
SMPA are modified as below keeping other steps
unchanged:

3.2.4 Updating the Path Sets Based on Simultaneous
Approach

The sequence of the steps followed in generating the
shortest paths and updating the path sets for all the O-
D pairs based on simultaneous approach is shown in
Figure 3.3. As evident from the flow chart shown in this
figure the shortest paths are generated for all destina-
tions originating from a single origin at a time and then
generated paths are compared with the existing path set
and added only if it is not present in the path set. While
doing so those destinations are skipped for which the
travel demand from the present origin is zero. Once the
path set for all the designations for the present origin
are updated then process shifts to the next origin. The
process continues till all origins are covered once.

3.2.5 Flow Update Mechanism of SMPA

To understand the flow update mechanism of SMPA
let us consider an intermediate iteration of the
equilibration process where a particular O-D pair is
being equilibrated. Here, the word intermediate stage
signifies that the path flows do not satisfy UE. As the
UE conditions are not satisfied, paths with non-zero
flows will not have equal cost for an O-D pair. This
implies the existence of paths with non-zero flows but
with costs higher than that of the minimum cost path
for that O-D pair. Then, the equilibration process will
entail the shifting of flows from the costlier to the
cheaper paths. For example, let us assume that the O-D
pair in equilibration process has six paths in the feasible
set of paths labeled 1 to 6 as shown in the Figure 3.4.
The paths labeled 1, 2 and 3 have costs lesser than the
average cost and will form the cheaper path set. The
paths labeled 4, 5 and 6 have costs greater than the
average cost and will form the costlier path set. Then,
the equilibration process will entail the shifting of flows
from the costlier to the cheaper paths. An optimal shift

Step 1: Initialize the network using an all-or-nothing (AON)

assignment or a warm start. Update the link flows, link

costs, slopes of cost functions, and path costs.

Step 2: Check the termination criteria. If termination criteria are

satisfied, then stop; the UE solution is the set of the path

flows and path costs. Else, go to Step 3.

Step 3: Select the first O-D pair in the sequence.

Step 4: Find the average cost (cav) of paths in the feasible set

(having non-zero flows) for the O-D pair. Then, find the

shortest path. If this path is not present in the set of feasible

paths then include it in the set of feasible paths and update

cav. Else, go to Step 5.

Step 5: Update flows for paths having cost greater than cav.

Step 6: Update flows for paths having cost lower than cav satisfying

O-D demand.

Step 7: Update link flows, link costs, slopes of cost functions, and

path costs.

Step 8: If the current O-D pair is equilibrated, go to Step 9. Else, go

to Step 4.

Step 9: If this is the last O-D pair, go to Step 2. Else, select next O-

D pair and go to Step 4.

Step 2: Check the termination criteria. If termination criteria are

satisfied, then stop; the UE solution is the set of the path

flows and path costs. Else, update the path sets of all the O-D

pairs based on the simultaneous approach and go to step 3.

Step 4: Find the average cost (cav) of paths in the feasible set (having

non-zero flows) for the O-D pair.
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from the costlier paths to the cheaper paths will move
the resulting network flows towards equilibrium. While
shifting flows, the flow update mechanism of SMPA
seeks to reduce the costs of costlier paths and bring them
to the average cost (cav) for the O-D pair, and aims to
increase the costs of the cheaper paths to a valuem. The
positions of the paths after the flow up dateare
represented by the dotted ellipses in the figure. After
each move, the flows, the costs and the slopes of links
and paths are updated. The new average path cost for
the O-D pair is found based on the updated flows. This
process is repeated iteratively whereby the difference

between cav and m decreases in each successive iteration.
The O-D pair is assumed to be equilibrated if the
difference between itsm and cav becomes less than a pre-
specified small threshold value b. Once an O-D pair is
equilibrated, the next O-D pair is brought into the
equilibration process in a sequential manner.

3.2.6 Problem Formulation and Algorithm
Development

Let us consider a network with a set of nodes N , and
a set of links A. LetR be the set of origin nodes and S be

Figure 3.4 The logic of the flow update mechanism of SMPA

Figure 3.3 Sequence of steps for updating path set by simultaneous approach
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the set of destination nodes which may not be mutually
exclusive. The set of paths that connect an O-D pair r-s
is denoted as Krs and the O-D demand as qrs. Let xa and
ca represent the flow and cost on link a respectively, and
fk

rs and ck
rs represent the flow and cost on path k of O-D

pair r-s, respectively. The cost of traveling on a path is
equal to the sum of the costs on the links in that path,
where the link cost is a function ca(xa) of the flow on that
link. The UE assignment problem can be formulated as
an optimization problem by the well-known
Beckmann’s transformation (Beckmann et al., 1956):

min Z xð Þ~
X
a[A

ðxa

0

ca wð Þdw ð1Þ

Subject to:

X
k

f rs
k ~qrs, Vrs flow conservation constraintð Þ ð1aÞ

f rs
k §0, V k, V rs non{negativity constraintð Þ ð1bÞ

xa~
X

r

X
s

X
k

f rs
k drs

a,k,

drs
a,k~1 when link a lies on path k, 0 otherwise

ð1cÞ

The equivalency of this formulation to the static UE
problem and the uniqueness of the solution in terms of
link flows is based on the following: (i) the O-D demand
is constant and non-negative for all O-D pairs, (ii) the
link costs are positive and the link cost functions are
monotonically increasing, continuously differentiable
functions of flow, and (iii) a link cost depends only on
the flow on that link and does not depend on the flow
on other links.

The above formulation is usually solved using an
iterative approach. The approach starts with a feasible
point and seeks to bring it closer to equilibrium in
successive iterations by identifying an optimal search
direction and move size. Let us consider an intermedi-
ate iteration of the equilibration process by SMPA,
represented by feasible links flows that do not satisfy
UE. Here, feasible flows refer to the vector of flows that
satisfies the set of constraints (1a, 1b, and 1c) in the UE
formulation. As the UE conditions are not satisfied,
paths with non-zero flows will not have equal cost for
an O-D pair. This implies the existence of paths with
non-zero flow but with costs higher than that of the
minimum cost path for that O-D pair. Then, the
equilibration process will entail the shifting of flows
from the costlier to the cheaper paths. An optimal shift
from the costlier paths to the cheaper paths will move
the resulting network flows towards equilibrium,
thereby decreasing the objective function value. Dial
(2006) proposed a mechanism for the optimal flow
transfer from the costlier path to the cheaper path, by

taking just one pair of paths at a time. Akin to
algorithm B, flow update mechanism of SMPA
equilibrates the entire feasible set of paths belonging
to an O-D pair simultaneously. That is, instead of
transferring flow from one path (costlier) to another
path (cheaper), flow is optimally shifted from the set of
paths with higher path costs than average for that O-D
pair to the set of paths with lower costs than average,
inheriting the idea from the GP algorithm of Florian et
al. (2009). To enable this in the SMPA, the objective
function during the equilibration process for an O-D
pair r-s can be decomposed into three parts:

f xð Þ~
X

a[ �PPrs
\Prs

ðxa{Dxa

0

ca wð Þdw

z
X
a[Prs

ðxaz Dxa{Dxað Þ

0

ca wð Þdw

z
X

a[A\ Prs|�PPrsð Þ

ðxa

0

ca wð Þdw

ð2Þ

Where,
�PPrs 5 set of costlier paths, comprising of paths having

cost greater than the average cost for the O-D pair r-s

Prs 5 set of cheaper paths, comprising of paths having
cost lesser than the average cost for the O-D pair r-s

Dxa 5 change in flow for link a due to flow update of
paths in the costlier set

Dxa5 change in flow for link a due to flow update of
paths in the cheaper set

The third part in Equation (2) considers links which
do not belong to any path in the feasible set for the O-D
pair r-s being equilibrated. The equilibration process
represented by Equation (2) is repeated until all O-D
pairs are equilibrated. The superscript rs is dropped
hereafter for simplicity of notation as we focus on an O-
D pair r-s.

Path set �PP (set of costlier paths)

For path set �PP, we transfer flow such that the new
path costs resulting from the new flows bring the path
costs towards the average cost across all paths for the
O-D pair r-s. Using a first order Taylor expansion:

�cck
�ffk{D�ffk

� �
~�cck

�ffk

� �
{�ssk

�ffk

� �
:D�ffk~cav, Vk [ �PP [ K ð3Þ

Where,
�cck 5 cost of path k belonging to the set �PP
�ffk5 flow of path k belonging to the set �PP
�ssk 5 first derivative of the cost function of path k

belonging to the set �PP
cav 5 average cost obtained by averaging the feasible

path costs for the O-D pair

From Equation (3) we obtain:

D�ffk~
�cck

�ffk

� �
{cav

�ssk
�ffk

� � ð4Þ

Path set P (set of cheaper paths)
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For path set P,we add flow to the paths such that the
new path costs resulting from the new flows bring these
costs to a higher value m. This new cost mmay not be
equal to average path cost cav for O-D pair r-s, but will
definitely be close to it. Using a first order Taylor
expansion:

cl flzDfl

� �
~cl fl

� �
zsl fl

� �
:Dfl~m, Vl [ P [ K ð5Þ

Where,
cl5 cost of path l belonging to the set P
fl5 flow of path l belonging to the set P
sl 5 first derivative of the cost function of path l

belonging to the set P

From Equation (5) we obtain:

Dfl~
m{cl fl

� �
sl fl

� � ð6Þ

For flow conservation for the O-D pair, the total flow

transferred from the various paths from set �PP should be

equal to the sum of flows being added to the paths of

set �PP. Hence,

X
k[�PP

D�ffk~
X
l[P

Dfl
ð7Þ

Using Equations (4), (6) and (7) we obtain:

X
k[�PP

�cck
�ffk

� �
{cav

�ssk
�ffk

� � ~
X
l[P

m{cl fl

� �
sl fl

� �

[
X
k[�PP

�cck
�ffk

� �
�ssk

�ffk

� �{X
k[�PP

cav

�ssk
�ffk

� �~m
X
l[P

1

sl fl

� �{X
l[P

cl fl

� �
sl fl

� �

[m~

X
k[�PP

�cck
�ffk

� �
�ssk

�ffk

� �{
X

k[�PP

cav

�ssk
�ffk

� �z
X

l[P

cl fl

� �
sl fl

� �
X

l[P
1

sl fl

� �
From Equation (6) we have:

Dfl
~

m{cl fl

� �
sl fl

� � ~
m

sl fl

� �{
cl fl

� �
sl fl

� �

Substituting for m,

Dfl~

X
k[�PP

�cck
�ffk

� �
�ssk

�ffk

� �{
X

k[�PP

cav

�ssk
�ffk

� �z
X

l[P

cl fl

� �
sl fl

� �
sl fl

� �
:
X

l[
1

sl fl

� �

{
cl fl

� �
sl fl

� �
We now have the following flow update mechanism:

�ffk?�ffk{D�ffk, k [ �PP ðAÞ

fl?flzDfl, l [P ðBÞ

Expressions (A) and (B) are used iteratively until the
maximum difference between the costs of used paths
(that is, those with non-zero flow) is less than a
predefined threshold value b. While transferring flow at
each move, the maximum amount of flow which can be
transferred from any path is at most equal to the
current flow on that path to satisfy the non-negativity
constraint. Hence, the D�ffk and Dl to be used at each
move are:

D�ffk~ min �ffk,
�cck

�ffk

� �
{cav

�ssk
�ffk

� �
( )

ð8Þ

Dfl~

P
k[�PP min �ffk,

�cck
�ffk

� �
{cav

�ssk
�ffk

� �
( )

z
P

l[P

cl fl

� �
sl lð Þ

sl fl

� �
:
P

l[P

1

sl fl

� �

{
cl fl

� �
sl fl

� �
ð9Þ

Analysis of Convergence: The flow vector which
solves the minimization problem represented by
Beckmann’s transformation (Equations 1, 1a, 1b, and
1c) also satisfies the user equilibrium conditions (Sheffi,
1985). This implies that the minimum of the objective
function (1) is obtained when all used paths between an
O-D pair have equal (and lowest) cost. Since the
decomposed objective function (2) is equivalent to the
objective function (1), its minimum will also be
achieved when all paths in the feasible set have equal
cost. In the decomposed objective function, the links
that belong to the third part do not participate in the
equilibration process. Hence, the minimum of f(x) is
obtained when the sum of the first two terms is the
minimum. As the true equilibrium for real networks is
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difficult to reach, the equilibrium is assumed to be
reached when the difference between path costs in the
feasible set is less than a pre-specified threshold b. The
equilibration process represented by the flow update
using Expressions (A) and (B) iteratively continues until
the difference between cav and m becomes less than b, at
which point it is terminated. Then, to prove conver-
gence, it is sufficient to prove that the flow update
mechanism decreases the value of the objective func-
tion.

Proof of convergence of SMPA by contradiction: The
flow update mechanism of SMPA shift flows from
costlier paths to cheaper paths. The flow shift is
terminated when difference between their costs becomes
less than the threshold parameter b (b.0). Let us
suppose that the flow update process increases the value
of the objective function at the termination of the
equilibration process. This would imply that the
increase in the second part of the objective function is
larger than the decrease in first part. This implies that
the increase to the objective function value due to the
flow increases in the cheaper path set is more than the
decrease to the objective function value due to the flow
decreases in the costlier path set. This indicates that at
the termination point, the flow shifts have turned the
costs of cheaper paths higher than the costs of costlier
paths, which contradicts our previous assumption that
flow shift process is stopped when path cost difference
becomes less than b. This completes the proof.

3.2.7 Practical Aspects of the SMPA

The description of the SMPA algorithm in the
previous section seems to suggest that it satisfies all
constraints in each iteration. However, a careful
inspection of the move direction for the cheaper paths
indicates the possibility of a theoretical violation of the
non-negativity constraint. This situation may arise
when the second term in equation (9) is greater than
the first term, resulting in a negative flow change for the
cheaper path set. Then, if this flow change is greater
than the existing path flow, it will result in a negative
path flow for that path. To visualize this, consider a
situation in which the move direction is such that the
value of m is below the average cost cav and the feasible
set has a path with cost smaller than the average cost
but greater than m. Since the SMPA move direction
tends to bring all paths having cost lesser than the
average cost towards m, if a path cost is greater than m,
the move direction will seek to reduce it by decreasing
its flow. While flow conservation is satisfied in this
process, the possibility exists that this move may result
in an infeasible flow, thereby violating the non-
negativity constraint. While such a situation is not
common and will involve small amounts of flow, it is
important to resolve this theoretical issue to make the
flow update mechanism consistent with the formulation
constraints. This is done by the backtracking in the
direction opposite to the move direction for paths in the
cheaper path set up to the point at which the sum of

the flow changes becomes equal to the magnitude of the
negative flow. Thereby, the infeasible flow is projected
back to the feasible space, satisfying the non-negativity
constraint and the conservation of flow. The detailed
sequence of the steps to implement the SMPA
algorithm is illustrated in Figure 3.5.

The second aspect which needs discussion is the
interdependencies among path costs. Some paths in the
feasible set may have some common links; then,
the increase or decrease of flow on one path will alter
the cost on the other path(s). The SMPA addresses this
problem by incorporating slope (of path cost) terms in
the move direction. As the slope of a path cost is
obtained by summing the slopes of the associated link
cost functions, if a link appears in more than one path
the slope of that link will appear the corresponding
number of times in the flow update equation of the
cheaper path set thereby decreasing the magnitude of
the move direction.

The third aspect is the notion of introducing a scaling
factor a. The scaling factor here refers to a parameter
which is used to scale the move size. It is used to speed
up the convergence, and for the SMPA it can be any
positive number which remains constant for all itera-
tions. A scaling factor is introduced in the move
direction for the costlier path set. As the move direction
for the cheaper path set is derived by satisfying the flow
conservation constraint (Equation7), it is automatically
introduced in its expression. The move directions after
introducing the scaling factor are shown in Equations
(10) and (11); they replace Equations (8) and (9) during
the implementation of the SMPA algorithm. The value
of scaling factor needs to be calibrated before using the
SMPA. Its optimal value will vary from one network to
another.
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3.3 Perturbation Assignment

Perturbation assignment is the other important
building block of the post-processing module. It
provides the warm start to the SMPA. This technique
is useful when traffic assignment needs to be carried out
with a slightly different input (Kupsizewska and Vliet,
1998). This small change in input can be in three
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ways- when O-D demand changes, when network
topology changes and when link properties changes
for some of the links. But perturbation assignment is
mainly useful when O-D demand changes by a small
amount. When network topology changes, new efficient
paths may come in the path set and some paths in the
path set may get deleted. In the case where a new path is
generated, the flow shift will be done by SMPA. But in
the case when a path is deleted its flow is shifted to the
rest of the paths in the path set equally. When the link
properties change the flow update is mostly done by
SMPA. But, for the proposed post-processing module
implemented through feedback mechanism, O-D
demand is most likely to change from one feedback
loop to another especially in the initial loops, provided
the free flow condition does not exist for most part of
the network. Four cases can arise with respect to the
change in the O-D demands from one feedback loop to
another which is summarized in table 3.1.

Although the case 4 is most important from the
implementation point of view, implementation strate-
gies for perturbation assignment for all the four

possible cases were devised carefully to maintain the
feasibility of solution space and its consistency with the
input data, and are presented below:

Implementation strategy for case 1:

N Skip this O-D pair and go to next O-D pair

Implementation strategy for case 2:

N Generate the shortest path
N Assign the total demand to the shortest path

Implementation strategy for case 3:

N Delete the path set for this O-D pair along with the path
flows

Implementation strategy for case 4:

N Calculate the flow proportion using the following
expression:

grs
k ~

f rs
kP

k

f rs
k

where,

grs
k ~Flow proportion for path k for O�Dpair r �s

f rs
k ~Path flow for path k for O�Dpair r �s

N Calculate the new path flows as below:

New path flow5flow proportion X new demand

The mechanism used for the perturbation assignment
is shown by the pseudo code in Figure 3.6. As evident

TABLE 3.1
Four cases of perturbation assignment related to change

in demand

Case No. Old O-D demand New O-D demand

1 Zero Zero

2 Zero Non-zero

3 Non-zero Zero

4 Non-zero Non-zero

Figure 3.5 Detailed implementation flow chart for the SMPA algorithm
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from the figure, if both old and new O-D demand is
zero then that O-D pair is skipped. If the old O-D
demand is zero but the new O-D demand is non-zero
then complete demand is assigned to the shortest path.
But in the case, where both new and old O-D demands
are non-zero for an O-D pair, path flows for that O-D
pair is changed in the same proportion as the change in
the demand.

Limitations of perturbation assignment

1. Most binding limitation of this approach is that it can

be used only with the path-based traffic assignment

algorithms.

2. This approach will become less beneficial if the

network conditions changes by a significant amount.

For example if the O-D demand or network topology

changes significantly, this method can become less

beneficial. But this limitation is less restrictive as still

this method can be used.

3.4 O-D Prioritization Technique

There are two types of path-based traffic assignment
algorithms. One that equilibrates all the O-D pairs
simultaneously is termed as all-at-a-time algorithm, and
the algorithm that equilibrates different O-D pairs one
at a time in some sequence is termed one-at-a-time
algorithm. The SMPA comes under the second
category. For this kind of algorithm the sequence in
which different O-D pairs are brought into equilibra-
tion process determines the rate of convergence of the
algorithm. The aim of O-D prioritization is to
determine the sequence which enables the algorithm
to achieve faster and stable convergence. Figure 3.7
shows the steps needed to identify the best criteria for
O-D prioritization. For every network there can be
multiple possible ways of O-D prioritization and we
need to find out which is the best for the given network.
At this point it is important to mention that the best

Figure 3.6 Pseudo code for perturbation assignment

Figure 3.7 Deciding the criteria for O-D prioritization
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way of O-D prioritization can be different for different
network and different algorithms. But it needs to be
carried out just once for a given network.

Higher order O-D demands are likely to create higher
impact on traffic conditions compared to lower ones.
Based on this philosophy two criteria for O-D
prioritization can be generated, namely ascending or
descending order of O-D demand. Because in reality
when drivers are shifting routes, the question comes who
gets closer to equilibrium first, the drivers having
destination closer to origin or distant ones? The free
flow travel time can act as the proxy for distance
between the different origins and destinations. Hence,
ascending and descending orders of free flow travel time
has been adopted as another potential criterion for O-D
prioritization in this project. Since each of those O-D
demand and free flow travel time has some meaningful
effect on the traffic conditions, it is appealing to
simultaneously look at those two factors after giving a
relative weight to them. This formed another possible
way of O-D prioritization. Hence, following six O-D
prioritization schemes have been tested in this project:

1. Ascending order of O-D demand (represented as
ODPr51)

2. Descending order of O-D demand (represented as
ODPr521)

3. Ascending order of free flow travel time (represented
as ODPr52)

4. Descending order of free flow travel time (represented
as ODPr522)

5. Ascending order of weighted measure of O-D demand
and free flow travel time(represented as ODPr53)

6. Descending order of weighted measure of O-D
demand and free flow travel time (represented as
ODPr523)

For the fifth and sixth criteria of O-D prioritization
(ODPr53 and 23) mentioned above, the priority index
is calculated based on the parameter ‘‘weightage factor’’
as below:

N Normalized weight is calculated as

nwt 5 mean[demand]/mean[free flow travel time]

N Normalized relative weight is calculated as

nwtr 5 nwt * weightage factor

N priority index vectoris then calculated as

[priority index vector] 5 [demand vector] + nwtr *
[vector of free flow travel time]

The optimal value of ‘‘weightage factor’’ parameter
needs to be calibrated by doing computational experi-
ments.

CHAPTER 4: ANALYSIS OF DATA AND RESULTS

This chapter presents the details of computational
experiments performed to test the performance of the
post-processing technique developed in this study.

4.1 Computational Environment and the
Test Networks

The computational experiments have been carried
out to test the effectiveness of the post-processing
techniques described in the previous chapter. For this
purpose Sioux Falls, Anaheim and Borman Corridor
networks have been taken as the test networks. Sioux
Falls network consists of 24 nodes, 76 links and 552 O-
D pairs with non-zero demand. The Anaheim network
consists of 416 nodes, 914 links, and 1406 O-D pairs
with non-zero demand. The Borman Corridor network
in northwest Indiana consists of 197 nodes, 460 links
and 1681 O-D pairs with non-zero demand. All the
algorithms were coded in MATLAB and computa-
tional experiments were carried out using Dell precision
workstation with Intel Xeon processors (2.67 GHz)
with 24 GB RAM and 64-bit Windows 7 operating
system. The convergence level for all the computational
experiments were measured in terms of normalized gap
(Ngap), and was assumed to be Ngap equal to 1026.

4.2 Relative Performance of the Algorithms

As mentioned earlier, SMPA lies in the core of the
post-processing module, which can be used as both, an
independent traffic assignment algorithm, or as a post-
processing technique using warm start. Hence it
becomes imperative to test its relative performance
with other potential algorithms in practice. This section
presents the results of the computational experiment
carried out to benchmark the relative performance of
SMPA with other traffic assignment algorithms includ-
ing, the Frank-Wolfe (F-W) algorithm; the most
famous algorithm in practice, the social pressure
algorithm (labeled SocPr) which is an improved version
of F-W algorithm developed by Kupiszewska and Vliet
(1999) and recently developed gradient projection
algorithm (labeled FGP) of Florian et al. (2009).

The relative performance of SMPA with respect to
other traffic assignment algorithms has been presented
in Figure 4.1 through Figure 4.3. As evident from these
figures, SMPA even without warm start and O-D
prioritization converges faster and outperforms other
algorithms for all the three test networks. Here it is
important to mention that although with the increasing
number of iterations the value of UE objective function
decreases monotonically, that is not the case with Ngap
but its overall trend is decreasing. Knowing this fact, it
is evident from the Figure 4.1 through Figure 4.3 that
convergence of SMPA is much smoother than the other
algorithms.

4.3 Evaluating the Benefits of Warm Start Using
Perturbation Assignment

This section presents the results of the computational
experiments performed to test the benefits of warm
start using the perturbation assignment. As mentioned
in the chapter 3, perturbation assignment for the case 4
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Figure 4.2 Convergence characteristics of the algorithms for the Anaheim network

Figure 4.3 Convergence characteristics of the algorithms for the Borman network

Figure 4.1 Convergence characteristics of the algorithms for the Sioux Falls network

14 Joint Transportation Research Program Technical Report FHWA/IN/JTRP-2011/08



involving the O-D demand change is most critical and
has been selected for conducting the computational
experiment. Under this case, where both the old and the
new O-D demand for the O-D pair is non-zero, there
can be two possible sub cases- the change in O-D
demand can be positive meaning new O-D demand is
higher than old demand (represented as case 4(+)) or
change can be negative meaning that new O-D demand
is less than the old O-D demand (represented as case
4(2)). Although implementation strategy for these two
cases will be the same, the relative benefit of warm start
under these two cases can be different and therefore
investigated separately.

To test the benefit of warm start for case 4(+), 10
percent of the entries in O-D demand matrix were
randomly selected and its values were increased by 10
percent. Similarly, to test the benefit of warm start for
case 4(2), 10 percent of the entries in O-D demand
matrix were randomly selected and its values were

decreased by 10 percent. Then computational experi-
ments were conducted for Anaheim and Borman
networks using SMPA with warm start. Figure 4.4
through 4.7 shows the results of the computational
experiment. Although the relative benefits of warm
start using SMPA varies from one case to another and
with the networks, the results of the computational
experiments indicate that savings in the computational
time (CPU time) is significant.

4.4 Evaluating the Benefits of O-D Prioritization
Techniques

As explained in chapter 3, the order in which O-D
pairs are brought into equilibration process impacts the
rate of convergence, this necessitates finding out the
optimal O-D prioritization criteria. Computational
experiments were performed to find out the best O-D
prioritization criteria of SMPA for the Borman

Figure 4.4 Cold-start and warm-start of SMPA for the Anaheim network with increased demand

Figure 4.5 Cold-start and warm-start of SMPA for the Anaheim network with decreased demand
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network. The SMPA was run for all the six criteria
explained in chapter 3 along with the base case of no O-
D prioritization, and the results obtained from these
experiments are summarized in table 4.1. The two
criterion having the weighted measure of O-D demand
and free flow travel time (ODPr53 and 23) requires
the calibration of optimal weightage factor parameter.
Computational experiments were performed to find the
optimal weightage factor for these two cases (ODPr53
and 23) and results of the same are summarized in
table 4.2a and 4.2b.

Results of the computational experiments shows that
optimal weightage factor for ascending and descending
order of weighted measure of O-D demand and free
flow travel time (ODPr53 and 23) for the
Bormannetwork are 0.6 and 0.2respectively. Results
of the computational experiments also reveals that the
ascending order of weighted measure of O-D demand
and free flow travel time (ODPr53) is the best O-D

prioritization criteria for this network. As clear from
table 4.1, under this O-D prioritization criterion the
convergence time for SMPA is 14.5 seconds, this is less
than one third of the convergence time of the base case
with no O-D prioritization (ODPr50).

In order to test the combined benefit of warm start
and O-D prioritization, computational experiments
were performed with Borman network data. Figure
4.8 and 4.9 show the benefit of warm start for the O-D
prioritized implementation of SMPA for this network.

4.5 Relative Benefits of Proposed Techniques
on Link Flow Stability

Link flow stability is an important requirement for
evaluating the transportation network improvement
alternatives in practice. This requirement comes from
fact that in practice, multiple alternatives needs to be
evaluated, and due to time constraint assignment

Figure 4.6 Cold-start and warm-start of SMPA for the Borman network with increased demand

Figure 4.7 Cold-start and warm-start of SMPA for the Borman network with decreased demand
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TABLE 4.2b
Deciding the optimal weightage factor of O-D prioritization for Borman network

Sr. No.

O-D Prioritization

Criteria

Weightage Factor for

O-D Prioritization

Number of iterations

at Convergence

UE Objective Function

at Convergence

Ngap at

Convergence

CPU time (sec)

for convergence

1 23 0.1 107 408514.7 9.83E-07 43.96

2 23 0.2 46 408514.7 8.34E-07 21.03

3 23 0.3 200 Do not converge (DNC) in200 iterations

4 23 0.4 114 408514.7 9.86E-07 47.52

5 23 0.5 83 408514.7 9.91E-07 35.76

6 23 0.6 93 408514.7 6.97E-07 37.53

7 23 0.7 69 408514.7 9.94E-07 30.28

8 23 0.8 200 DNC

9 23 0.9 200 DNC

10 23 1 200 DNC

TABLE 4.2a
Deciding the optimal weightage factor of O-D prioritization for Borman network

Sr. No.

O-D Prioritization

Criteria

Weightage Factor for

O-D Prioritization

Number of iterations

for Convergence

UE Objective Function

at Convergence

Ngap at

Convergence

CPU time (sec)

for convergence

1 3 0.1 47 408514.7 9.76E-07 19.95

2 3 0.2 34 408514.7 9.81E-07 14.99

3 3 0.3 33 408514.7 9.8E-07 14.54

4 3 0.4 35 408514.7 9.2E-07 15.99

5 3 0.5 34 408514.7 9.64E-07 15.16

6 3 0.6 33 408514.7 9.11E-07 14.48

7 3 0.7 36 408514.7 9.43E-07 15.63

8 3 0.8 39 408514.7 9.34E-07 17.8

9 3 0.9 44 408514.7 9.92E-07 19.0

10 3 1 38 408514.7 9.3E-07 16.8

TABLE 4.1
Deciding the optimal criteria of O-D prioritization for Borman network

Sr. No.

O-D Prioritization

Criteria (ODPr)

Weightage Factor for

O-D Prioritization

Number of iterations

for Convergence

UE Objective Function

at Convergence

Ngap at

Convergence

CPU time (sec)

for convergence

1 0 NA 123 408514.7 9.83E-07 49.4

2 1 NA 179 408514.7 9.03E-07 76.3

3 21 NA 53 408514.7 9.52E-07 23.8

4 2 NA 50 408514.7 9.38E-07 21.2

5 22 NA 52 408514.7 9.88E-07 22.4

6 3 0.6 33 408514.7 9.11E-07 14.5

7 23 0.2 46 408514.7 8.34E-07 21.0
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Figure 4.9 Combined benefits of warm-start and O-D prioritization using SMPA for the Borman network with decreased
demand

Figure 4.8 Combined benefits of warm-start and O-D prioritization using SMPA for the Borman network with increased
demand

Figure 4.10 Link flow stability (Link 6) for Sioux Falls network
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Figure 4.12 Link flow stability (Link 54) for Sioux Falls network

Figure 4.11 Link flow stability (Link 19) for Sioux Falls network

Figure 4.13 Link flow stability (Link 74) for Sioux Falls network
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algorithms are cut off at some point even if it has not
reached the convergence. Hence, usefulness of the
algorithm requires lesser noise and oscillations in the
link flows. Figures 4.10 through Figure 4.13 show
relative performance of O-D prioritized implementation
of SMPA with respect to other algorithms in terms of
noise and stability of link flows for some randomly
selected links of Sioux Falls network. The center of (+)
sign on these plots represents the link flows at the
converged solution. These plots indicate that link flows
obtained by O-D prioritized SMPA is more stable and
reaches near the equilibrium value at earlier iteration
compared to other algorithms.

CHAPTER 5: EXPECTED BENEFITS,
DELIVERABLES AND IMPLEMENTATION

5.1 Expected Benefits

The improved planning framework with post-proces-
sing technique developed in this study will provide a
better solution with lesser noise and higher level of
convergence compared to the conventional four-step
planning process. In addition, solution obtained by
adopting this methodology will have following impor-
tant characteristics which will increase the reliability of
the assignment algorithm:

Stability: Network flows obtained by this method
will be stable and will have lesser noise in the solution

Consistency: Solution obtained in terms of link flows
will be consistent which is particularly important while
evaluating the multiple alternatives for network
improvement.

Uniqueness: Uniqueness here means that the final
solution obtained in terms of the link flows for a given
network topology and link characteristics will be the
same irrespective of the starting point by warm start. In
addition, the same solution will be obtained for every
run of the post-processing module if the input does not
change.

5.2 Deliverables

The deliverables of this project include:

1. Executable code for SMPA integrated with O-D
prioritization and perturbation assignment with fol-
lowing properties:

a. Generalized code which can be used for any
network

b. Can be used on any computer with sufficient
memory

c. Can be used for assignment step as well as for post-
processing

2. Supporting files

a. MATLAB Runtime environment (MRE)

b. Sample data files

3. Guidelines showing the required format for input files
and implementation steps

5.3 Implementation and Systematic Guidelines

This section provides the implementation methodol-
ogy and systematic guidelines which will direct through
the step by step process for implementing the post-
processing techniques. This section also provides guide-
lines for data formatting required in implementing the
executable code of the post-processing module.

5.3.1 Implementation Methodology

The philosophy of implementation of post-proces-
sing techniques with the other steps of sequential
planning process has been shown by the implementa-
tion flow chart in Figure 5.1.

First four steps of the sequential planning process
will be carried out in Trans CAD and the solution in
terms paths, path flows along with the O-D demand
matrix will be saved as output files. The post-processing
module will use the paths, path flows and the O-D
demand matrix and provide a more precise UE solution
having lesser noise. This solution will be in terms of
path flows, link flows and link costs. The link costs
obtained from the post-processing module will be
utilized by the TransCAD for updating the O-D
demand matrix. This new demand matrix after the
modal split process in the TransCAD will provide the
auto trip matrix which will be fed back to post-
processing module. This process will continue till
average of absolute percentage change in the link flows
becomes less than a threshold value as explained in
section 3. Hence it is clear that it will involve transfer of
data between post-processing module and TransCAD.
Post-processing module will accept data only in a
particular format. This can be done manually or by
developing preprocessing module which will convert
data obtained from TransCAD to required format.

5.3.2 Systematic Guidelines

Following sequence of steps should be followed for
implementing the post-processing module along with
the four-step planning process-

Calibration step: In this step best O-D prioritization
criterion for the given network is found by using the
flow chart shown in Figure 3.7. The paths, path flows
and O-D demand obtained from TransCAD is used to
run the post-processing module based on all the six
criteria mentioned above. For this purpose the input
parameter in the required file (input_parameters.txt)
needs to be changed as explained in the next section.
Then the best O-D prioritization criterion is decided by
comparing the results based on the flow chart (Figure
3.7). This calibration step is required to be carried out
only once for a given network. This criterion will hold
good for this network even if network topology changes
slightly.

Main Steps: Once the best O-D prioritization
criterion is established for a given network, the
following sequence of the steps is followed:
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Step 1: Run the first four steps of planning process in
TransCAD to obtain the trip matrix and approximate
UE solution in terms of path flows.

Step 2: Do the preprocessing to convert the data in
the necessary format for the post-processing module

Step 3: Run the post-processing module by double
clicking the executable code (or alternatively by calling
it from the TransCAD). This will run the post-
processing step and save the paths, path flows, link
flows and link costs as separate files.

Step 4: Use the link costs obtained from the post-
processing module and generate the new trip matrix by
trip generation module and then find the auto share by
modal split (mode choice) module in TransCAD and
rename the output file (linkout.txt) of post-processing
module as linkout_old.txt.

Step 5: Do the preprocessing to convert the new trip
matrix in the necessary format for post-processing
module and run the post-processing module by double
clicking the executable file or calling it from the
TransCAD. This will run the post-processing step and
save the paths, path flows, link flows and link costs as
two separate files.

Step 6: Run the link flow comparison module to find
the average absolute percentage change in link flows.
Check the termination criteria. If a termination
criterion is satisfied stop, else go to step 4.

Guidelines for data formatting:

As mentioned earlier, the executable code for the
post-processing module will work only when the input
files are provided in proper format. These input files
should be saved with exactly the same name and file
type as mentioned further. The executable code will
also write the output of post-processing process in the
output files. But they are not the critical part because if

the output files are not present they will be created by
the code, and data will be saved in proper format. The
code overwrites the new data if the output files carry
previously saved data in it. The input files required for
the post-processing module are as below:

1. input.xls

2. link.txt

3. origin_nums.txt

4. destin_nums.txt

5. demand.txt

The output files of the post-processing module and
their file extensions are as below:

1. linkout.txt

2. pathdata.mat

The details of all the above mentioned input and
output files along with the required format for
preparing these files are presented below.

input.xls

This file contains the parameters which controls the
number of iterations and provides the other parameters
required for running the post-processing module. This
file should be saved as input.xls and should have three
sheets named respectively as ‘‘parameters’’, ‘‘statistics’’
and ‘‘linkout’’. The input is required to be provided only
in column B of the sheet named ‘‘parameters’’. The
details of this sheet(named ‘‘parameters’’) are shown in
Figure 5.2.

Details of sheet named ‘‘parameter’’s in input.xls
The first and second elements of the column B

provides input about the number of origins and number
of destinations respectively. These entries should be
positive integers. Although they are automatically
calculated from the demand data files these two
elements of the column B should not be left blank.

Figure 5.1 Implementation methodology
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The third element of column B in this sheet specifies
the maximum number of outer iterations of SMPA.
This acts as a safety against running the algorithm for
very long time. It should be a positive integer greater
than 1 (preferably 200).

The fourth element of column B in this sheet decides
the stopping criteria for the SMPA and provides the
threshold limit at which convergence is considered to be
achieved. It should be a negative power of base 10.
Scientific format is preferred for this element as shown
in Figure 4.1.

The fifth element provides scaling factor for the
move direction to the SMPA. It can be any positive
number (integer or fraction).

The sixth element restricts the number of inner loop
of SMPA. It can be any positive integer preferably 9.

The seventh element provides the level of demand.
Post-processing module multiplies the trip matrix with
this number. It can be any positive number (integer or
fraction). In most cases it is likely to have a value 1
except when sensitivity analysis with respect to demand
need to be carried out.

The eighth element provides weightage factor for O-
D prioritization scheme. This gives relative importance
of free flow travel time with respect to O-D demand in
O-D prioritization and is used only when the criterion
for O-D prioritization is 3 or 23. Even if the O-D
prioritization is not used it should not be left blank but
should be provided as zero.

The ninth element gives the node number of first real
node (physical node) or through node. Here it is
assumed that all centroid connector numbers are less
than the first through node number.

The tenth element provides the O-D prioritization
criteria for the post-processing module. The input
values corresponding to the seven O-D prioritization
criteria are presented in table 5.1.

Eleventh element of the column B of this sheet
(named ‘‘parameters’’) of the input.xls file controls the
initialization step of the module. It can have only two
values 0 or 1. If this entry is 0 (zero), the module
invokes the cold start process of initialization using all-
or-nothing assignment. And if the entry in this cell is 1
then module invokes initialization with warm start and
uses the path flows saved from previous runs. The entry

in this cell should be 1 only when result of the previous
run is available.

Details of sheet named ‘‘statistics’’ in input.xls
This sheet saves the statistics of the run of SMPA

module in four columns. The first column gives the
iteration number, the second, third and fourth column
gives respectively the values of UE objective function,
normalized gap (Ngap) and CPU time at different
iterations. This sheet is overwritten every time the
module is run. But care should be taken to use this
sheet, as the number of rows which are overwritten is
equal to the number of iterations required to achieve
convergence. Hence, if this sheet is of interest then
after every run, the result saved in this sheet should be
copied and then the entries in this sheet should be
cleared.

Details of sheet named ‘‘linkout’’ in input.xls
This sheet provides the output of link. Same can also

be obtained from linkout.txt

link.txt

This file provides the link properties to the post-
processing module. In this file, properties of a link are
represented by a row of data. A link is represented by
start node and end node. If a linkis directional (one
way) then its direction value (last column) is 1. If a link
is bidirectional then it can be represented by two ways.
First method: representing it by two rows with swapped
start and end node and the value 1 in last column
(representing direction). Second method: representing it
by single row and by putting the nodes which it
connects (in column 1 and 2 without bothering about
the start node and end node) and putting the value 0 in
the last column which represents direction. Elements of
the rows in this file are separated by tab character.

origin_nums.txt

This file lists the origin numbers as a column vector.
The origins numbers are listed in ascending order.
These numbers may not be continuous but should be
positive integers. Fractional numbers cannot be used
for numbering the origins.

destin_nums.txt

This file lists the destination numbers as a column
vector. The destination numbers are listed in ascending
order. The entries of this file are same as the origin
numbers but just the different file name.

Figure 5.2 Details of input.xls

TABLE 5.1
O-D prioritization criteria and their parametric values

SN O-D prioritization criteria Value

1 No O-D prioritization 0

2 Ascending order of O-D demand 1

3 Descending order of O-D demand 21

4 Ascending order of free flow travel time 2

5 Descending order of free flow travel time 22

6
Ascending order of weighted measure of O-D demand

and free flow travel time
3

7
Descending order of weighted measure of O-D demand

and free flow travel time
23
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Figure 5.3 Details of link.txt

Figure 5.4 Details of origin_nums.txt
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Figure 5.5 Details of destin_nums.txt

Figure 5.6 Details of linkout.txt
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demand.txt
This file also acts as input to the post-processing

module. It is a square matrix, where each row
represents the trip demand from an origin zone to all
destinations. Trip demands are entered in ascending
order of destination numbers in each row and ascend-
ing order of origin numbers along each column.
Elements of rows are separated by tab character.

linkout.txt
This is the output file of post-processing module. It

gives the link travel time which will be used in the trip
distribution step by feedback loop. It has a structure
similar to the link.txt but some columns are different.

pathdata.mat
This is the output file of the post-processing module.

It contains the path and path flows for all the O-D
pairs. It is used by the post-processing module for warm
start if feedback loop is used more than once.

CHAPTER 6: RECOMMENDATIONS

6.1 Recommendations for Efficient Utilization of the
Post-Processing Techniques

The recommendations for efficient utilization of the
post-processingtechniques developed in this study
include:

1. Optimal calibration of the O-D prioritization criterion:
The O-D prioritization criterion for the given network
can be obtained by using the flow chart shown in
Figure 3.7. The optimal O-D prioritization criterion
will differ from one network to other. The optimal O-D
prioritization criteria may also change if the O-D
demand changes significantly resulting in significant
change in the level of congestion in the network.

2. Proper order of evaluation of network improvement
alternatives: Warm start is not only useful for faster
execution of traffic assignment for a slightly different
demand resulting due to feedback loop, but also for
slightly different network, for example alternatives
involving capacity expansion of few links or addition
of few links in the network. For using the warm start
by perturbation assignment technique for evaluating
the alternative involving addition or deletion of links
following criteria should be followed-

a. While evaluating the two alternatives, if the set of
links A1for an alternative network is the subset of
the other network A2, then first run the travel
demand model with the post-processing module
for smaller network represented by A1 and save the
result in terms of path and path flows for this
network. Then use the saved result for warm
starting the assignment for larger network using
the post-processing module followed by feedback
loop. If the additional link in A2which is not in A1

will improve the travel time (cost) for any O-D pair
it will get included by SMPA automatically.

b. If the set of links A1 for an alternative is not a
subset of other network A2, start with cold start for
evaluating both alternatives

c. If there are multiple alternatives and set of links A1

of an alternative is subset of all other alternative.

Then, then first run the travel demand model with
the post-processing module for smallest network
represented by A1 and save the result in terms of
path and path flows for this network. Then use this
saved result for warm starting the assignment for
all other alternatives using the post-processing
module followed by feedback loop.

6.2 Recommendations for State-Wide Planning

In this study the developed post-processing techni-
ques were tried to run on the Indiana State-Wide Model.
The initial results suggested that the executable code of
the developed post-processing module in present form is
not an efficient implementation strategy for such a large
size network. The first reason for this is due to the fact
that the code was developed in MATLAB platform
which is good for small and medium size city networks
but not good for the network of very large size such as
Indiana State-Wide network. For the present study, the
aim was to test the developed concepts for its potential
benefits and MATLAB provided a scientific computing
platform for executing these concepts. But for its
implementation on a state-wide network, these concepts
need to be efficiently coded in other computing language
like C or C++. The second reason comes from some
inherent characteristics of the state-wide network. By a
closer look into the data sets of the network it was found
that many O-D pairs of the network have zero and very
small demand. O-D pairs with zero demand get skipped
by the executable code but difficulty comes when
demand is very small. Even though these O-D demands
are insignificant, it cannot be skipped due to fact that
collectively they can be significant especially where there
are millions of O-D pairs (e.g. Indiana State-Wide
network).

For the state-wide planning, a better implementation
strategy will be to use the two stage modeling approach.
The state-wide network should be divided into clusters.
Then at the first stage, the travel demand modeling
should be done for each cluster separately. As the travel
demand modeling of each cluster will be independent
from the other, it can be done in parallel with the multi-
core processors. Then at the second level, each cluster
will act functionally as a single functional zone. Travel
demand modeling should be done by taking these
bigger functional zones as possible origins and destina-
tions. The level of network details will differ from first
stage to second stage. While the first stage will have
minor streets as well as higher level links, the second
stage will have only those streets and highways (links)
which are required to connect the clusters (bigger
functional zones). The links which will appear in the
second stage will carry background traffic from the first
stage.

As these are just the preliminary thoughts, recom-
mendations for a good criteria for clustering are not
eminent but will need a detailed research. But some
suggestions for demarcating the boundaries of the
cluster are as below:
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1. City boundaries can be used as demarcating the
boundaries for the clusters

2. Twin cities having commuting trips (eg. Lafayette and
West Lafayette, in the state of Indiana) can be kept in a
single cluster

Above clustering approach means that first stage will
model the intra-city demand considering two cities in
the close proximity as one city, and the second stage
will model the intercity travel demand. The background
traffic resulting from the first stage will impact the
travel decisions on the second stage. Here, it is arguable
that the traffic flow resulting from the intercity travel
may also impact the intra-city travel. This problem can
be tackled by looping back from the second stage to the
first stage as shown in the flow chart in Figure 6.1.

CHAPTER 7: CONCLUSIONS

This chapter summarizes the research, highlights its
contributions, outlines the limitations of the present
study associated with the methodology developed in
this project and proposes directions for future research.

7.1 Research Summary

In this study, a post-processing technique was
developed to solve the problem of stability, consistency
and convergence of traffic assignment algorithms in
practice. The developed post-processing module is
implemented through the feedback loop in the four-
step transportation planning process. In addition to
improving the stability and convergence properties of
the assignment solution, this feedback loop is also
useful in solving the problem of interdependency of
second and fourth steps of the planning process.

The post-processing module consists of three build-
ing blocks namely, slope-based multi-path algorithm or
SMPA, perturbation assignment and O-D prioritiza-
tion technique. SMPA is the most important part of the

module and it can be used as both post-processing
algorithm or as an independent static traffic assignment
algorithm. It uses a sequential O-D equilibration
scheme where O-D pairs are brought into equilibration
process one at a time in sequential order. Perturbation
assignment helps to utilize the results of previous runs
of the assignment algorithm and provides warm start to
SMPA. O-D prioritization technique decides the order
in which O-D pairs are brought into equilibration
process in sequential assignment algorithm and cata-
lyzes the rate of convergence of SMPA.

Computational experiments were performed to test
the effectiveness of the post-processing techniques.
Results of the computational experiments reveal that
SMPA has a superior rate of convergence compared to
state of practice algorithms. Results of computational
experiments further reveals that warm start using
perturbation assignment and O-D prioritization has
significant benefit over the base case of cold start and
non-prioritized implementation of SMPA. These three
techniques will improve the convergence characteristics
of the assignment process and provide a more stable
solution having lesser noise and thereby increasing the
reliability of planning process. Efficient use of solution
of previous run the assignment process by perturbation
assignment will also be helpful in comparing the
transportation network improvement alternatives
which differs slightly, for example, alternative involving
the capacity expansions of the links.

7.2 Contributions

In this study three practical issues namely, stability,
consistency and convergence related to the traffic
assignment algorithm were identified and a post-
processing module was developed to deal with these
problems. Potential traffic assignment algorithms were
studied from the literature and its merits and demerits
were investigated. Taking insights from potential

Figure 6.1 Recommended state-wide planning model
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algorithms in literature, a new traffic assignment
algorithm labeled slope-based multi-path algorithm or
SMPA was developed which incorporates the merits of
those algorithms, but its flow update mechanism is new
and differs from them. To investigate the relative merits
components of post-processing module, computational
experiments were performed using three networks and
their results were studied.

From the methodological and practical implementa-
tion point of view, the contributions of this study are:

1. Anew solution algorithm for UETAP (section
3.2):This study defines the static user equilibrium
traffic assignment problem (UETAP) by decomposing
the objective function of Beckmann’s transformation
into three parts and formulates a new solution
algorithm labelled slope-based multi-path algorithm
or SMPA. It has a better convergence characteristics
compared to other potential algorithms in practice.

2. Development of a hybrid approach for UETAP solution
algorithm (section 3.2.3 and 3.2.4): A hybrid
approach was developed by combing the merits of
simultaneous and sequential approach to foster fast
implementation of UETAP algorithms for large size
networks and was executed in SMPA. In this
approach shortest paths are generated and set of
paths are updated for all the O-D pairs simulta-
neously and then paths for each O-D pair are
equilibrated and flows are updated based on the
sequential approach.

3. Detailed implementation procedure for Perturbation
assignment (section 3.3):The technique of perturba-
tion assignment was studied for testing the potential
of utilizing the information from previous run of the
assignment algorithm for slightly different input. A
detailed implementation procedure was developed to
facilitate its seamless implementation.

4. Development of O-D prioritization technique(section
3.4): For the assignment algorithms using sequential
equilibration techniques, the order in which the O-D
pairs are brought into flow update process can have
significant impact on the rate of convergence and the
solution stability. In this study an implementation
methodology for O-D prioritization technique was
developed and six criteria for O-D prioritization were
conceived and tested for real-size network.
Computation experiments were performed for inves-
tigating the benefit of this technique in improving the
rate of convergence and stability of link flows.

7.3 Limitations of the Present Study and
the Post-processing Technique

From the methodological point of view, one of the
restrictive limitations of the present study is that it
works only with the path-based approach and need to
store paths and path flows. This leads to higher
memory requirements compared to link based
approach such as F-W algorithm which are popular
in practice. But due to fast evolving computational
capabilities of today, this requirement is no more
problematic. From the implementation point of view,
limitations of the present study are:

1. Present study used the small and medium size networks
for the computational experiments to test the benefits
of the post-processing techniques

2. Post-processing techniques was tested on MATLAB
platform which is computationally slower than other
programming language like C or C++. Hence, perfor-
mance of the post-processing module can be further
improved if those concepts are coded more efficiently.

3. Most of the execution involved coding which is in serial
fashion and hence could not be benefitted from
multiple cores of computers. More efficient use of
parallel processing can further improve the perfor-
mance.

7.4 Future Research Directions

As mentioned in the previous section, the perfor-
mance of the algorithms can be improved by efficient
use of parallel processing. In this project all the data
were processed with the central processing units (CPU)
of the computer, but the same can be done by using the
graphics processing units (GPU) more efficiently. GPU
computing harnesses the capacity of GPU to do general
purpose scientific and engineering computing by new
massively parallel architecture called ‘‘CUDA’’. In
heterogeneous coding requirement where part of an
application is in serial and other parts can be performed
in parallel, an efficient model will be to combine the
power of both CPU and GPU. This will mean to use a
CPU and GPU together in a co-processing computing
model. The sequential or serial part of the application
will run on the CPU and the computationally-intensive
part is accelerated by the GPU by running in parallel.
This will be particularly helpful for implementing the
computationally intensive concepts for very large net-
works such as state wide network and mega regions.
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